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Abstract
Mining-induced road subsidence is a significant concern in areas with extensive underground mining activities. Therefore, the 
prediction of road subsidence is crucial for effective land management and infrastructure planning. This paper applies an artificial 
neural network (ANN) to predict road subsidence caused by underground mining activities in Vietnam. The ANN model proposed in 
this study is adopted relying on the recursive multistep prediction process, in which the predicted value in the previous step is appended 
to the time series to predict the next value. The entire dataset of 12 measured epochs covering 12 months with a 1-month repeat time 
is divided into the training set by the first 9 measured epochs and the test set by the last 3 measured epochs. K-fold cross validation is 
first applied to the training set to determine the best model’s hyperparameters, which are then adopted to predict land subsidence of 
the test set. Absolute errors of the predicted road subsidence depend on the separated time between the last measured epoch and the 
predicted epoch. Those errors at the 10th month of the three tested points are 3.0%, 0.1 %, and 0.1%, which increase to 4.8%, 3.3%, 
and 1.5% at the 11th month, and 7.2%, 2.5% and 1.3% at the 12th month. The absolute errors are found to be small, which were all 
ranged with 0.5 mm and demonstrates that the proposed method utilizing ANN in this study can produce good prediction for road 
subsidence time series at mining areas.
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1. Introduction
In many nations, including developing countries, mining 

activities have played an important role in economic devel-
opment (Hilson, 2002), which includes resource provision 
with valuable minerals, metals, and other resources to various 
industrial sectors, e.g., manufacturing, construction, energy 
(Fan, Yan, & Sha, 2017). However, the relationship between 
mining activities and economic development has been proved 
to be complex (Knierzinger, 2014). Additionally, the mine 
industry provides jobs (Fleming & Measham, 2014) in vari-
ous sectors, e.g., geology, surveying, electrics. The Vietnam-
ese mining industry has a long history, which made contri-
butions to the Vietnam’s economy (B. N. Nguyen, Boruff, & 
Tonts, 2021). Vietnam has diversity in ore occurrence with 
around 70 types of minerals  (B. N. Nguyen, Boruff, & Tonts, 
2017), among which coal is the main mineral source – most 
of the Vietnam coal mines located in Quang Ninh province. 
Of those, the percentages of underground and open pit coal 
mines are about 60% and 40% respectively, with the explora-
tion volume projected to increase yearly (B. N. Nguyen et al., 
2021). With some open-pit coal mines being transmitted to 
underground mines due to their increasing depths, the pro-
portion of underground mines is increasing (Q. N. Nguyen, 
Nguyen, Pham, & Chu, 2021). The roles of Vietnam coal are 

not only economic growth in terms of mineral export but also 
political energy security in terms of coal-fired electricity gen-
eration (Dorband, Jakob, & Steckel, 2020).

In spite of the economic contributions, mining activities 
also result in environmental challenges (Mohsin, Zhu, Na-
seem, Sarfraz, & Ivascu, 2021), of which surface subsidence 
is a popular outcome. This environmental problem in turn 
poses significant risks to infrastructure, environmental sta-
bility, and human safety in mining areas (Marschalko et al., 
2012). Mining-induced land subsidence can be measured by 
different methods, such as leveling (e.g., Todorović, 1993), 
Global Navigation Satellite System (GNSS) (e.g., Bian, Zhang, 
Zhang, & Zheng, 2014; Jing-xiang & Hong, 2009), and Inter-
ferometric Synthetic Aperture Radar (InSAR) (e.g., Bui et al., 
2021; Kim, Tran, Bui, & Lipecki, 2021; Q. L. Nguyen, Tran, 
& Bui, 2021). Land subsidence caused by mining activities 
can be measured after the Earth’s surface has subsided, ef-
ficient management and prediction of mining-induced land 
subsidence in the future are also crucial for sustainable min-
ing practices and land use planning (Ma, Li, & Zhang, 2017). 
The traditional empirical approach based on a combination 
of experience and analysis of a large set of observations (As-
ton, Tammemagi, & Poon, 1987), and the analytical approach 
relying on computerized mathematical models (Bahuguna, 
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Srivastava, & Saxena, 1991) have been widely adopted. How-
ever, these methods often lack accuracy and predictive ca-
pability. In recent years, Artificial Neural Networks (ANNs) 
have emerged as a promising tool for subsidence prediction 
due to their ability to capture complex nonlinear relation-
ships within datasets (e.g., Ambrožič & Turk, 2003; Lee, Park, 
& Choi, 2012; Rafie & Samimi Namin, 2015). This is because 
of the advantages of ANN that is an advanced computing sys-
tem stimulating human neural networks. It is therefore a kind 
of data-driven self-learning, self-organizing system capable 
of solving a nonlinear dynamic system (Ambrožič & Turk, 
2003). 

In this article, ANN is adopted to predict underground 
mining-induced road subsidence, leveraging their strengths 
in pattern recognition, adaptive learning, and generalization, 
so as to introduce an alternative method of land subsidence in 
mining areas. By exploring the capabilities of the ANN mod-
els applied to underground mining-induced road subsidence, 
this study aims to contribute to the advancement of subsid-
ence prediction techniques and support sustainable mining 
practices. 

2. Neural Networks and Model Evaluation
2.1 Artificial Neural Networks

Fig. 1. Structure of artificial neural network with input, hidden, and output layers used in this study

Fig. 2. Recursive multistep prediction process in this study. Black squares indicate inputs of the model and red squares correspond to outputs

Fig. 3. Comparison between measured and predicted subsidence [mm] of point P1, P2 and P3
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ANNs are among the artificial intelligence powerful tools 
used in land subsidence prediction owing to their ability to 
learn complex patterns with a large dataset by which accurate 
predictions can be conducted (e.g., Ambrožič & Turk, 2003; 
Yang & Xia, 2013). ANNs are computational models inspired 
by the structure of the human brain, and thus neural networks 
(Zou, Han, & So, 2009). They compose of a number of inter-
connected artificial neuron layers, which is divided into input, 
hidden, and output layers (see Figure 1). The input layer im-
ports the input features then passes them through the hidden 
layers, in which computations are conducted with a series of 
weighted connections by which the predicted variables are es-
timated in the output layer. The weights are initially assigned 
with random values in the input layer, which are then propa-
gated through the hidden and output layers. The weights are 
subsequently adjusted by optimization algorithms, e.g., gradi-
ent descent and backpropagation (Amari, 1993). In this way, 
ANN can accurately predict the output variables via adjusting 
the weights.

In an ANN, each layer involves one or more neurons de-
pending on the specific problem under investigation. In this 
study, the input layer includes six neurons corresponding to 
six previous subsidence measurements from s(t-6) to s(t-1) 
used to predict the subsidence at the time t (i.e., s(t)). The 
hidden layer section includes one or more layers with each 
incorporating a number of nodes. In this study, the ‘optimal’ 
number of hidden layers, hidden nodes, and iterated back-
propagation epochs are experimentally determined by the so-
called k-fold cross validation (Fushiki, 2011).  

There are a total of 12 subsidence observations measured 
once a month, corresponding to a year of measurement. With 
this number of observations, we divide the dataset into the 
training set incorporating the first nine measurements and 
the remaining three months are selected as the test set. To 
train the model based on the training set, we use the previous 
six measurements as the inputs and the next measurement as 
the output as shown in. This process is called recursive mul-

tistep prediction. Specifically, the first six months are first 
used as the inputs and the seventh month as the output. Then, 
the time series is one-step moved forward with the second 
month to the seventh month as inputs and the eighth month 
as output. Likewise, the third month to the eighth month are 
used as the inputs to predict the ninth month. In this way, the 
back propagation process is utilized based on the differences 
between predicted and measured values at the months 7, 8, 
and 9 (see Figure 2). The model’s parameters after training 
are then used to predict subsidence at the months 10, 11, and 
12. To this end, the values from the fourth month to the ninth 
month are used to predict the subsidence of the tenth month. 
Then, the predicted at then tenth month is appended to the 
time series to predict the eleventh month. Finally, a similar 
process is adopted to predict subsidence of the twelfth month.

2.2 Model Performance Evaluation
To evaluate the performance of mining-induced road sub-

sidence prediction by ANN in this study, two validation met-
rics are employed in this study, including absolute and relative 
errors, which are:

  (1)

 (2)

where ηi and η̂i are the measured and predicted subsidence.

3. Numerical Examples
In this study, three points measured by the leveling meth-

od over an underground mine in Vietnam are tested as nu-
merical examples. The three points are named P1, P2, and P3 
located in a road where transportation for mining is active. As 
mentioned above, each point was measured with 12 epochs at 
a monthly interval. The first nine months are selected as the 
training set, i.e., to train the model, and the last three months 
as the test set, i.e., to forecast subsidence. Programming code 

Tab. 1. Subsidence corresponding to the training set incorporating values from the first nine months. (Units: mm)

Tab. 2. Comparison of measured and predicted subsidence at Point 1

Tab. 3. Comparison of measured and predicted subsidence at Point 2

Tab. 4. Comparison of measured and predicted subsidence at Point 3
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is written in Python with the scikit-learn package (Pedrego-
sa et al., 2011). Table 1 shows the measurements of the three 
tested points corresponding to the training set of the first nine 
months.

Road subsidence of the last three months are predicted 
relying on the parameters found from the training set with 
the results shown in Table 2 (Point 1), Table 3 (Point 2), and 
Table 4 (Point 3). In those tables, the predicted values are 
compared with the measured values by which the absolute 
(Abs.) errors in mm are computed. Additionally, the relative 
(Rel.) errors are computed by dividing the absolute errors by 
the measured subsidence in percent (%). The results indicate 
that longer separations between the predicted time and the 
last value of the training time results in higher relative errors. 
Relative errors at the 10th month of the three points are 3.0%, 
0.1 %, and 0.1%, which increase to 4.8%, 3.3%, and 1.5% at the 
11th month, and 7.2%, 2.5% and 1.3% at the 12th month. In 
all cases, the absolute errors are small, which are all less than 
0.5 mm, which indicates that the proposed method utilizing 
ANN in this study can produce good prediction for road sub-
sidence time series at mining areas. This is confirmed by the 
results shown in Figure 3, in which the measured and predict-
ed subsidence are very close.

4. Conclusions
This study has applied ANN to predict road subsidence 

measured by leveling caused by underground mining in Viet-
nam. The recursive multistep prediction process is designed 

and adopted, in which the first nine months are used as inputs 
to train the model of which the parameters are then used to pre-
dict subsidence for the last three months. Three points located 
at the road of the mine were measured with 12 epochs. subsid-
ence was measured by the leveling method for each epoch.

The hyperparameters of the ANN model, including the 
number of hidden layers, hidden nodes, and iterated epochs, 
were determined by k-fold cross validation before they were 
utilized to estimate the model’s parameters by the training 
set and predict land subsidence for the test set. The proposed 
ANN model with ‘optimal’ hyperparameters found in this 
study was demonstrated to be a good tool for underground 
mining induced road subsidence. The absolute errors were 
found to be small, which were all ranged with 0.5 mm. The 
absolute errors depend on the separations between the month 
in which the prediction was made and the last value in the 
training set. Relative errors at the 10th month of the three 
tested points are 3.0%, 0.1%, and 0.1%, which increase to 
4.8%, 3.3%, and 1.5% at the 11th month, and 7.2%, 2.5% and 
1.3% at the 12th month.
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